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Abstract
| Background: Al-driven demand forecasting expands the signal space for inventory
and pricing decisions, enabling faster reactions to market changes. However,

" l' forecast error, non-stationarity, and distribution shifts raise a governance question:
should decisions be designed to be robust to uncertainty, or adaptive to feedback?
Methods: This review integrates inventory control, probabilistic demand forecasting,
dynamic pricing, and robust optimization into a unified decision architecture. We organize

o priorfindingsaroundaclosed-loopcycle: dataingestion, forecasting(pointanddistribution),

@ O) oma,mss policy selection (robust/adaptive/hybrid), execution, monitoring, and recalibration.

Results: Robust policies protect against tail risk by optimizing over uncertainty sets

and worst-case scenarios, but may be conservative and costly in stable environments.
Adaptive policies leverage frequent feedback to improve average performance, yet
can become unstable under regime changes, delayed signals, or strategic customer
responses. The synthesis supports a hybrid design: adaptive learning within robust
guardrails (service constraints, pricing move limits, and inventory safety floors).
Conclusions: The practical frontier is not “robust versus adaptive” as a binary choice.
Best practice is layered: robust feasibility and risk limits at the outer layer, with adaptive
learning tuned inside auditable constraints. Future research should prioritize regime-
switching demand, decision-focused learning, and explainable pricing and replenishment
rules.
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1. Introduction

Inventory and pricing decisions sit at the intersection of operational feasibility and revenue capture.
Al forecasting has increased the set of usable signals, including web traffic, marketing exposures,
promotions, competitor actions, and macro indicators. Yet more signals do not automatically yield
better decisions. The fundamental challenge is that forecast outputs are uncertain inputs to a
control problem: the same prediction error can have asymmetric business costs depending on
where it occurs (stockouts versus excess inventory; margin loss versus demand destruction).This
review focuses on a central design question: Should decision policies be conservative (robust)
to protect against forecast uncertainty and distribution shift, or adaptive to exploit new
information quickly? We argue that the most effective systems combine both logics: robustness
ensures feasibility and limits tail losses, while adaptation improves performance when feedback is
informative and timely.

2. Materials and Methods

This review synthesizes concepts from four domains: (i) inventory management under uncertain
demand, (ii) probabilistic demand forecasting, (iii) dynamic pricing and revenue management, and
(iv) robust optimization and robust control. Robust optimization formalizes uncertainty via sets
(e.g., interval, polyhedral, ellipsoidal, budgeted uncertainty) and chooses decisions that remain
feasible and cost-effective under adverse realizations. www?2.isye.gatech.edu+1

2.1 Synthesis architecture: a closed-loop decision cycle
We organize the literature into a decision cycle that practitioners can implement:

1. Data ingestion: sales, prices, promotions, availability, macro signals, competitor features,
and operational constraints.

2. Forecasting: point forecasts and predictive distributions; calibration and reliability checks.

3. Policy selection: robust (set-based), adaptive (feedback-driven), or hybrid (adaptive within
robust guardrails).

4. Execution: replenishment and price deployment with operational constraints.
5. Monitoring: service levels, stockouts, markdowns, realized margins, and decision stability.

6. Feedback and governance: retraining triggers, model risk checks, price fairness rules,
audit logs.

2.2 Evaluation criteria

We compare policy families using operationally meaningful criteria: service level attainment,
stockout probability, inventory holding and markdown costs, margin capture, decision volatility,
and robustness under regime changes.
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3. Results
3.1 Robust policies: stability under severe uncertainty

Robust policies define uncertainty sets around forecasts (e.g., demand within quantile
bands or within +x%). Decisions are selected to perform acceptably across all outcomes
inside the set. This is especially valuable when the cost of failure is highly asymmetric, as in
service-critical items, regulated markets, or fragile supply environments.Robust optimization
provides a tractable methodology for such designs when uncertainty sets are chosen carefully.
Foundational work describes how robust counterparts can remain solvable for many problem
classes, while giving explicit protection against parameter uncertainty. www2.isye.gatech.edu
Ininventorycontexts,robustformulationscanincorporatebothdemandandlead-timeuncertainty,often
improving worst-case service outcomes at the expense of higher buffers. Springer Nature.Strengths:
reducescatastrophicstockouts; providesexplicitrisklimits;improvesauditabilityandoperational trust.
Limitations: can be conservative; may overstock or underreact to real demand signals if uncertainty
sets are too wide.

3.2 Adaptive policies: responsiveness through feedback

Adaptive policies update forecasts and actions frequently, using forecast errors and new signals for
recalibration. In stable regimes with clean feedback, this can reduce excess inventory and improve
margin capture. Adaptive pricing and inventory control also align with online learning approaches
where policies evolve as data arrives.

However, adaptivity can fail under:
* Regime shifts (structural breaks, viral demand, sudden supply shocks),
* Delayed or censored feedback (lost sales during stockouts),
* Strategic behavior (customers responding to algorithmic pricing),
* Model drift (forecasting model degradation over time).
3.3 Hybrid decision architecture: adaptive learning inside robust guardrails

The empirical and conceptual synthesis points to a hybrid: robust guardrails define feasibility and
risk ceilings, while adaptive tuning operates within these limits. This creates “bounded learning”:
the system adapts, but cannot violate service constraints, inventory safety floors, or maximum price
change rules.

Practically, guardrails can include:
* Minimum service constraints and safety stock floors,
* Price move caps (absolute and relative),
» Fairness and transparency checks for algorithmic pricing,
» Escalation rules when drift or instability is detected,
» “Kill-switch” governance and human override.

This approach often dominates because it blends resilience (robustness) with efficiency (adaptation).
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4. Discussion
4.1 Why forecasting accuracy is not enough

Forecast metrics such as MAPE and RMSE can be misleading for decision-making because they
treat errors symmetrically and ignore asymmetric costs. Decision quality depends on the cost of
error, not just error magnitude. For example, under-forecasting for high-margin, high-service
items can be far more costly than over-forecasting for slow movers.Therefore, evaluation should
be decision-centered: expected cost, stockout penalties, markdown losses, and stability over time.
Decision-focused learning (where models are trained to improve downstream decisions, not only
forecast accuracy) is increasingly relevant in Al-enabled operations.

4.2 Governance and trust: pricing as a sensitive operational policy

Dynamic pricing can create reputational risk if perceived as unfair or opaque. For frequent
algorithmic updates, governance must include transparency principles, customer communication
standards, and audit logs that explain why a price changed and whether it violated internal rules.

4.3 Research agenda
Future research should focus on:
1. Regime-switching demand and distribution shift detection,
2. Robust—adaptive co-design (guardrail selection + learning dynamics),
3. Decision-focused ML for inventory and pricing (predict-and-optimize vs end-to-end),
4. Explainability and auditability of learning-based pricing.
5. Conclusions

Robust and adaptive policies are complements, not substitutes. Robustness provides reliability and
explicit protection against forecast failure and tail risk. Adaptation provides responsiveness when
feedback is informative and regimes are learnable. The strongest operational designs combine both:
adaptive learning within robust guardrails, supported by governance that ensures feasibility,
stability, transparency, and auditability.

Figure 1
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Decision cycle for AI forecasting with robust guardrails and adaptive tuning.
Data — Forecast (point + distribution) — Guardrails (robust constraints) — Adaptive policy
tuning — Execution (inventory + pricing) — Monitoring (service, cost, stability) — Feedback and
retraining triggers.

Table 1. Robust versus adaptive inventory and pricing policies: practical comparison

Dimension Robust policy Adaptive policy Operational implication
Uncertainty worst-case / set- . . |robust lowers tail risk; adaptive improves
. error-driven updating
handling based average performance
Decision stability |high medium to low adapt1V1.ty can create volatility without
guardrails
lower (works with  |higher (needs clean |noisy or delayed feedback harms adaptive
Data dependency bounds) feedback) control
Stockouts lower probability Ssgeegds on learning robust typically protects service
Costs hlghgr buffers lower buffers possible adgptlve reduces holding but can amplify
possible spike losses
Governance easier to audit harder to audit hybrid improves auditability and
performance

Note: Hybrid designs often dominate: adaptive learning within robust service and pricing guardrails.
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